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 The lungs are one of the human organs that are very important in the 
respiration process. There are several types of lung diseases, including 

Asthma, Bronchitis, Dyspnea Pleural Effusion, Empyema, Emphysema, 
Pulmonary Fibrosis, Lung Cancer, Interstitial Lung Disease, Pleurisy, 

Pneumonia, COPD, Tuberculosis. In this case there are difficulties in the 
process of classifying lung diseases, because the symptoms shown by 

sufferers of lung disease have similarities between one lung disease and 

another. The purpose of this study is to classify lung diseases using the Naive 
Bayes Classifier method. This method was chosen because it only requires a 

little training data to determine the estimated parameters needed in the 
classification process. This research was conducted at Madani General 

Hospital, Medan Area District, Medan City, North Sumatra, from February 1, 

2025 to April 1, 2025. The data taken were medical records of lung disease 
patients from January 1, 2025 to February 1, 2025, totaling 134 patient data 

containing 19 disease symptoms and 6 disease diagnoses. From the test results 
using the Rapidminer application and data separation in the form of 34 test 

data and 100 training data with a data ratio of 7:3, an accuracy value of 97.06 

was obtained. 

Keywords: Lung Disease, Method, Classification 

 

Corresponding Author: 

Refi Sulistiasari 

 

Lecturer of the Faculty of 

Medicine, Islamic University of 

North Sumatra  
Email: 

refi.sulistiasari@fk.uisu.ac.id  

This This article is licensed under a Creative Commons Attribution 

4.0 International License. 

 

 

 
 

1. INTRODUCTION 

The lungs are organs with respiratory functions. Respiration is the process of taking in and releasing energy 

stored in energy source substances through a chemical process that uses O2, the process of taking O2 to break down 

organic compounds into CO2, H2O and energy [1][2][3]. Lung disease is a disease that often occurs in humans and is 

usually caused by inhalation of polluted air, whether from dust, smoke, viruses, bacteria, fungi, or parasites that cause 

infections in the respiratory tract [4][5][6]. Infants, children, adolescents, adults, parents or the elderly can be infected 

or experience lung disease [7][8][9]. It is important to know the types of lung disease according to cases of lung 

disease in Indonesia, especially in the city of Medan, and the clinical symptoms experienced by patients with lung 

disease, one of the deadly lung diseases is tuberculosis [10][11]. According to the World Health Organization (WHO), 

tuberculosis is estimated to be the third leading cause of death in 2024, and the number of disabilities due to 

tuberculosis is projected to increase from 5th to 3rd in 2025 [12][13]. Data mining is the process of searching for rules 

or patterns from a large amount of data that haves a very high probability of finding new information. Data mining is 

often referred to as knowledge discovery database (KDD) because it is primarily used to find information from large-

scale databases [14][15]. Classification is an important technique for data mining. Classification is the process of 

finding a pattern that describes or distinguishes each class of data with the aim of inferring the class of objects whose 

purpose is unknown [16][17]. People only know lung disease as asthma, but there are various types of lung diseases 

such as asthma, bronchitis,Dyspnea, pleural effusion, empyema, emphysema, pulmonary fibrosis, lung cancer, 

interstitial lung disease, pleurisy, pneumonia, pneumothorax, obstructive pulmonary disease, tuberculosis [18][19]. 

The lung diseases mentioned above certainly have different clinical symptoms and treatments depending on the type 

of lung disease experienced by the patient, therefore, lung disease sufferers must know the disease they are suffering 

from [20][21]. 
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2. METHOD 

The Naïve Bayes Classifier method was used. The Naïve Bayes Classifier method is a simple probability 

classifier based on Bayes' Theorem [22][23]. The Naïve Bayes Classifier is a supervised learning algorithm, and this 

method assumes that the effect of certain features is independent of other features, which is why it is also called the 

naïve method [24][25]. 

The research steps are shown in Figure 1. 

Figure 1 shows the stages of conducting research in sequence, namely, 

1. Problem Identification: The purpose of this phase is to obtain an overview of existing problems. 

2. At this stage, data and information related to the research are collected through various media, such as 

journals, books, the Internet, and related research. 

3. Data Collection The data collection process was carried out during research at Madani Hospital, Medan 

Area District, Medan City, from February 1, 2025, to April 1, 2025. The data obtained were in the form of 

the medical records of patients with lung disease. 

4. Data Mining: At stage, several pre-processing steps were carried out. Pre-processing is the process of 

converting or processing unorganized data into more organized data. 

5. The purpose of pre-processing is to minimize failures, inconsistent data, or duplicate data.   

6. Analysis: The purpose of the analysis was to align the data, display, and process of the research. 

7. Design: This stage carries out the design of the interface and the database. Interface design is a form of 

description of the application being built, and database design is a form of data in the application being 

built. 

8. Implementation To run the designed system, adequate equipment is required for running and coding the 

system. The purpose of coding is to change the design created so that it can be recognized by a computer. 

9. Testing: To verify the accuracy of the system in performing the calculations, tests were conducted to 

measure its accuracy and performance. Rapidminer was used as a tool. Rapidminer is an open-core data 

processing tool typically used in machine learning, text mining, data mining, and predictive analytics. 

 

Figure 1. Research Flow 
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RESULTS AND DISCUSSION  

Data Preparation 

The patient medical records used in this study were collected at Madani General Hospital, Medan Area District, 

Medan City, North Sumatra. The total data obtained from February 1, 2025, to April 1, 2025, amounted to 134 data 

points with 24 attributes and one class. 

 

Data Pre-Processing 

Before entering the data mining process, cleaning and transformation were performed on the data will be processed. 

The form of change from the Data Transformation is presented in table 1. 

 

Table 1. Disease Data 

Binominal Attributes 

Yes 1 
No 0 

 
The form of the disease symptom attributes afterundergoing the Data Transformation process in displayed in table 2. 

 

Table 2. Disease Symptom Data 

No Symptom Code Symptoms 

1 G1 Shortness of breath 

2 G2 Cough 

3 G3 Coughing up blood 

4 G4 Cough with phlegm 

5 G5 Fever 

6 G6 Weak 

7 G7 Decreased Appetite 

8 G8 Nausea 

9 G9 Vomiting 

10 G10 Chapter 

11 G11 BAK 

12 G12 History of Asthma 

13 G13 History of Stroke 

14 G14 History of TBC 

15 G15 Headache 

16 G16 Heartburn 

17 G17 Chest Pain 

18 G18 Weight Loss 

19 G19 Night Sweats 

 

The form of the disease name will be shown in table 3 

 

Table 3.  Disease Data 

No Symptom Code Symptoms 

1 D1 Asthma 

2 D2 Bronchitis 

3 D3 Dyspnea 

4 D4 Pneumonia 

5 D5 COPD 

6 D6 TBC 

 

The naive Bayes classifier method is a simple probability classifier based on Bayes' theorem. The Naïve Bayes 

Classifier is a supervised learning algorithm, and this method has a very strong assumption about the independence 

of each condition or event, which is why it is also called the Naïve Bayes Classifier method. The steps in the calculation 

process of the Naïve Bayes Classifier method are as follows: 

a. Find the prior value for each class by calculating the class average. 

            P = X 

                  A 

b. Find the likelihood value for each class. 

               𝐿 = 𝐹 

                   𝐵 
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c. Find the posterior value of each class. 

            𝑃(𝑐) ∏ 𝑃(𝑎|𝑐) 
d. Find the confidence value of each class. 

     Confidence (c ) P ( c )   

                     ∑ (𝑐) x 100 

Before carrying out the calculation process, the patient medical record data obtained will be divided into two datasets, 

namely, 100 training data and 34 testing data. The data that have gone through the pre-processing stage and are 

separated are displayed in table 4. 

 

Table 4. Disease Data 

Desc Total Data Training Data Testing Data 

Asthma 24 17 7 

Bronchitis 11 8 3 

Dyspnea 23 18 5 

Pneumonia 26 19 7 

COPD 31 23 8 

TBC 19 15 4 

 

Six classifications were formed in the output column: Asthma, Bronchitis, Dyspnea, Pneumonia, COPD, and 

Tuberculosis. The following explains the calculation process using the Naïve Bayes Classifier method with the 

following example data. 

 

Table 5. Example of Test Data 

No Input Symptoms 

1 Symptoms of Shortness Breath 1 

2 Cough Symptoms 1 

3 Symptoms of Coughing Up Bloods 0 

4 Phlegm Symptoms 1 

5 Fever Symptoms 1 

6 Symptoms of Weakness 0 

7 Symptoms of Reduced Appetite 0 

8 Nausea Symptoms 1 

9 Symptoms  of Vomiting 0 

10 Symptoms of Defecate  0 

11 Symptoms of Urination 0 

12 Symptoms of Asthma 1 

13 Symptoms of Stroke 0 

14 Symptoms of TBC 0 

15 Headache Symptoms 1 

16 Symptoms of Heartburn 0 

17 Chest Pain Symptoms 0 

18 Symptoms of Weight Loss 0 

19 Night Sweats Symptoms 0 

 

Based on the test data presented in Table 5, the manual calculation process for one of the diagnoses using the Naïve 

Bayes Classifier algorithm was as follows: 

Solution 

 
Odds of Asthma (Asthma / Yes):  0.170 

G1 Chance of Shortness of Breath (Yes / Shortness of breathBreath):  1 

G2 Probability of Coughing (Yes / Coughing): 1   

G3 Probability of coughing up blood (no / coughing up blood): 1   

G4 Probability of Phlegm (Yes / Phlegm): 0.588   

G5 Probability of Fever (Yes / Fever): 0.470 

G6 Probability of Weakness (No|Weakness): 0.882 
G7 Chances of Decreased Appetite  (No|Decreased Appetite): 0.882 

G8 Chance of Nausea (Yes|Nausea): 0.352  

G9 Probability of Vomiting (No|Vomiting) :1 

G10 Chance of defecation (No|defecation):  

G11 Chance of BAK (No|BAK): 1 

G12 Chances of a History of Asthma (Yes|History of Asthma): 0.529 
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G13 Chance of a History of Stroke (No|History of Stroke): 1 

G14 Chance of History of Tuberculosis (No|History of Tuberculosis): 1 

G15 Probability of Headache (Yes|Headache): 0.176 

G16 Chance of Heartburn (No|Heartburn): 1 

G17 Probability of Chest Pain (No|Chest Pain): 0.882 

G18 Chance of Losing Weight (No|Weight Loss): 1 

G19 Probability of Night Sweats (No|Night Sweats): 1 

Join Probability Distribution (Yes|Asthma) Calculate Asthma(Asthma|newdata) = Asthma (Asthma|Yes) * Shortness 

of Breath (Yes|Shortness of Breath) * Cough (Yes|Cough) * Coughing Up Blood (Yes|Coughing Up Blood) * Phlegm 

(Yes|Phlegm) 

* Fever (Yes|Fever) * Weakness (Yes|Weakness) * Decreased Appetite (Yes|Decreased Appetite) * Nausea 

(Yes|Nausea) * Vomiting (Yes|Vomiting) * Defecation (Yes|Defecation) * Urination (Yes|Urination) * History of 

Asthma 

(Yes|History of Asthma) * History of Stroke (Yes|History of Stroke) * History of Tuberculosis (Yes|History of 

Tuberculosis) * Headache (Yes|Headache) * Heartburn (Yes|Heartburn) * Chest Pain (Yes|Chest Pain) * Weight Loss 

(Yes|Weight Loss) * Night Sweats (Yes|Night Sweats) = 0.170 * 1 * 1 * 1 * 0.588 * 0.470 * 0.882 * 0.882 * 0.352 * 

1 * 1 * 1 * 0.529 * 1 * 1 * 0.176 * 1 * 0.882 * 1 * 1 = 0.00106595 or 0.11%. 

From the calculation results, the same probability value was obtained for each disease diagnosis, as listed in table 6. 

 

Table 6. Calculation Result 

Asthma Bronchitis Dyspnea Pneumonia COPD Tuberculosis 

0.001 0.0001 0.00001 0.00006 0.00001 0.000001 

6596 00000 025400 353 1296 00 

 

The probability value obtained from each disease diagnosis was calculated to obtain the confidence value = 

0.00106595 + 0 + 0.00002540 + 0.00006353 + 0.00001296 + 0 = 0.00116784. 

After adding all the probability values, the confidence value can be calculated. The confidence value is calculated as 

follows: 

Asthma Confidence Count = 0.00106595 = 0.00116784 = 0.9128 

The same calculation was performed for each probability value of each disease diagnosis. From each diagnosis and 

the highest confidence value, possible classifications were determined using the Naïve Bayes Classifier algorithm. 

The confidence values are listed in Table 7. 

 

Table 7. Example of Test Data 

Asthma Bronchitis Dyspnea Pneumonia COPD Tuberculosis 

0.9128 0.0001 0.0217 0.0544 0.0111 0.0001 

  
Classification Using Rapid Miner. The results of the Rapid Miner process are as follows. In Figure 2, several 

components are used, namely, data retrieval, naïve Bayes, application model, and performance. Retrieve 

functions as input data in the form of an excel, separated into two forms: Retrieve Data Training, which 
functions as training data, and Retrieve Data Testing, which functions as test data. Naïve Bayes functions as 

a calculation algorithm used in the mining process and is connected to the Apply Model, which connects 

retrieval data testing with naïve Bayes and retrieves data training. Performance functions to display the 

calculation results using the Naïve Bayes Classifier algorithm. 
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Figure 2. Naïve Bayes Classifier Calculation Series 

For the data used, namely, 34 testing data and 100 training data, there are 19 attributes that are symptoms of a lung 

disease diagnosis, namely Shortness of Breath, Cough, Coughing Up Blood, Phlegm, Fever, Weakness, Decreased 

Appetite, Nausea, Vomiting, Defecation, Urination, History of Asthma, History of asthma. 

Stroke, History of Tuberculosis, Headache, Heartburn, Chest Pain, Weight Loss, and Night Sweats. 

Diagnosis Out of breath Cough Coughing up 

blood 

Phlegmy Fever Weak 

Dyspnea 0 1 0 1 1 0 

Tuberculosis 1 1 1 0 0 0 

Asthma 1 1 0 0 1 0 

Bronchitis 1 1 0 0 0 0 

Tuberculosis 1 1 1 0 0 1 

Tuberculosis 1 0 0 0 1 1 

COPD 1 1 0 0 0 0 

Asthma 1 1 0 1 0 0 

Pneumonia 1 1 0 0 1 0 

COPD 1 0 0 1 1 0 

Figure 3. Data Attributes 

 

System Design 

A on the login page, a portal is displayed that directs users to log in when using the system, which can be seen in 

Figure 4. 

 

Figure 4. Login Page 

 

 

b. Home Page 

On the Main Page, the main part of the system is displayed, which contains several menu items such as the Main 

Page, Testing Data, Training Data, Naïve Bayes Process, Classification, and Logout, as shown in Figure 5. 
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. 

Figure 5. Main Page 

c. Testing Data Page 

On the Testing Data Page, a set of data is displayed that functions as the training data. 

the calculation process can be seen in figure 6. 

No Name Q 

1 

Q 

2 

Q 

3 

Q 

4 

Q 

5 

Q 

6 

Q 

7 

Q 

8 

Q 

9 

Q 

10 

Q 

11 

Q 

12 

Q 

13 

Q 

14 

Q 

15 

Q 

16 

Q 

17 

Q 

18 

Q 

19 

D 

P 

1 Budi 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 TB 

2 Amir 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 Dy 

3 Bayu 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 US 

4 Umar 1 1 0 1 1 0 0 1 0 0 1 0 0 0 0 0 1 0 0 Br 

5 Danu 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 Pk 

6 John 1 1 0 1 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 Pn 

7 Roni 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Dy 

8 Gana 1 1 0 1 1 0 0 1 0 0 1 0 0 0 0 0 1 0 0 Br 

Figure 6. Testing Data Page 

 

d. Training Data Page 

On the Training Data Page, a set of data that functions as the test data in the process is displayed. 

calculations can be seen in Figure 7. 

No Name 

 

 

Q 

1 

Q 

2 

Q 

3 

Q 

4 

Q 

5 

Q 

6 

Q 

7 

Q 

8 

Q 

9 

Q 

10 

Q 

11 

Q 

12 

Q 

13 

Q 

14 

Q 

15 

Q 

16 

Q 

17 

Q 

18 

Q 

19 

D 

P 

1 Budi 0 1 0 1 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 TB 

2 Amir 1 1 1 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 1 Dy 

3 Bayu 1 1 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 US 

4 Umar 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Br 

5 Danu 1 1 1 0 0 1 1 0 0 0 0 0 0 1 0 0 0 1 1 Pk 

6 John 1 0 0 0 1 1 1 0 0 1 0 0 0 1 0 0 0 0 0 Pn 

7 Roni 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Dy 

8 Gana 1 1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 Br 

Figure 7. Training Data Page 

e. Naïve Bayes Process Page 

On the Naïve Bayes Process Page, the entire calculation process is displayed, starting from finding the prior, 

likelihood, posterior, and posterior on the training data, as shown in Figure 8. 

Naive Bayes 

1. Find the Prior Value of Class / Diagnosis (Training Data) 

                                                                                                            Home Page 

                                                                                           Naive Bayes Classification of Lung Diseases 

Naive Bayes Classification of Lung 

Diseases 

Home Page 

Testing Data 

Training Data 

Naïve Bayes Process 

Classification 

Logout 



 

Int Jou of PHE                                                                                                                                                          67 

 

No Code Diagnosis Amount Prior 

1 D1 Asthma 17/100 0.17 

2 D2 Bronchitis 8/100 0.8 

3 D3 Dyspnea 18/100 0.18 

4 D4 Pneumonia 19/100 0.19 

5 D5 COPD 23/100 0.23 

6 D6 Tuberculosis 15/100 0.15 

Total    1 

 

2. Likelihood of Each Class (Training Data) 

Training Dataset 

No Name G 

1 

G 

2 

G 

3 

G 

4 

G 

5 

G 

6 

G 

7 

G 

8 

G 

9 

G 

10 

G 

11 

G 

12 

G 

13 

G 

14 

G 

15 

G 

16 

G 

17 

G 

18 

G 

19 

Dx 

1 So 0 1 0 1 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 Dy 

2 Radi 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 TB 

Figure 8. Naïve Bayes Process Page 

 

 

f. New Data Classification Page 

On the New Data Classification Page, a standalone form can be used to carry out the classification process on the 

input data, which can be seen in Figure 9. 

Naive Bayes Classification 

No Name of Disease Information 

 Symptoms Experienced  

1 Out of breath  

2 Cough  

3 Cough with phlegm  

4 Phlegmy  

5 Fever  

6 Weak  

7 Decreased Appetite  

8 Nauseous  

9 Vomit  

10 Dizziness  

Figure 9. New Data Classification Page 

 

Testing 

a. Using Testing Data 

The first test process used 34 test data sets. The purpose of the calculations using the test data was to calculate the 

accuracy using the Naïve Bayes Classifier. The results of calculations using this system are shown in Fig. 

Figure 10. 
No Name D1 

 

D2 D3 D4 D5 D6 Diagnosis 

(actual) 

Diagnosis 

(Prediction) 

Results 

1 Abdul 0.000943 0.000007 0.003728 0.000099 0.536889 0.458335 COPD COPD Correct 
2 Adrian 0.081211 0.235845 0.533113 0.000001 0.148075 0.001756 Dyspnea Dyspnea Correct 

3 Ani 0.185217 0.119531 0.567404 0.000000 0.127581 0.000267 Dyspnea Dyspnea Correct 
4 Ayu 0.008230 0.000072 0.009565 0.921690 0.060430 0.000013 Pneumonia Pneumonia Correct 

5 Azizah 0.323215 0.219019 0.297047 0.000004 0.160715 0.000000 Dyspnea Dyspnea Correct 

6 Dainar 0.000463 0.000002 0.000593 0.924378 0.074563 0.000001 Pneumonia Pneumonia Correct 
7 Dila 0.516974 0.087579 0.158733 0.165309 0.071406 0.000000 Asthma Asthma Wrong 

8 Dimas 0.008230 0.000072 0.009565 0.921690 0.060430 0.000013 Pneumonia Pneumonia Correct 
9 Dinda 0.008230 0.000072 0.009565 0.921690 0.060430 0.000013 Pneumonia Pneumonia Correct 

10 Donni 0.001371 0.444600 0.230234 0.227838 0.095955 0.000003 Bronchitis Bronchitis Correct 

Figure 10. Testing Using the System 

 

In addition to conducting trials using the program, calculations were performed using Rapid Miner. The Naïve Bayes 

Classifier algorithm calculations in Rapid Miner, using 34 test datasets and 100 training datasets with a 7:3 data ratio, 

yielded an accuracy of 97.06%. Of the 34 test datasets, one resulted in incorrect classification. The test results are 

shown in Figure 11. 
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Accuracy: 97.06% 

No Information True COPD True Dyspnea True Pneumonia 

1 Pred.COPD 8 0 0 

2 Pred.Dyspnea 0 4 0 

3 Pred.Pneumonia 0 0 7 

4 Pred.Asthma 0 1 0 

Figure 11. Confusion Table 

b. Using Fresh (New) Data 

The second calculation process uses fresh data. After achieving accuracy using the test data, the data can be classified 

on a new data classification page. After completing the form, the system displayed the symptoms experienced, as 

shown in Figure 12. 

User Prediction Results 

Symptoms Experienced 

No Symptom Yes No 

1 Out of breath Yes 

2 Cough Yes 

3 Cough with phlegm No 

4 Phlegmy No 

5 Fever No 

6 Weak Yes 

7 Decreased Appetite No 

8 Nauseous No 

9 Vomit Yes 

10 CHAPTER No 

11 BAK No 

12 History of Asthma No 

13 History of Stroke No 

14 History of Tuberculosis No 

15 Headache No 

16 Heartburn No 

17 Chest Pain No 

18 Weight Loss No 

19 Night Sweats No 

Figure 12. Patient Symptoms 

After entering the symptoms experienced, the system calculates and displays the closest predicted lung disease 

percentage from the six types available. The entered symptoms yielded the highest confidence value, with a score of 

0.984, predicting COPD. A summary of the program calculations is shown in Figure 13. 

No Types of Disease Posterior Confidence 

1 Asthma 0.000000 0.000 

2 Bronchitis 0.000000 0.000 

3 Dyspnea 0.000000 0.001 

4 Pneumonia 0.000000 0.000 

5 PPOKO 0.000431 0.984 

6 Tuberculosis 0.000007 0.015 

Figure 13. Classification Output 

Based on calculations using the naive Bayes model, the highest confidence value obtained was 0.984, and it was found 

that the patient had a 98.36% probability of having COPD compared to six other types of lung disease 
 

 

3. CONCLUSION  

Provide a statement that what is expected, as stated in the "INTRODUCTION" section can ultimately result in 

"RESULTS AND DISCUSSION" section, so there is compatibility. Moreover, it can also be added the prospect of 

the development of research results and application prospects of further studies into the next (based on result and 

discussion). 
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	1. INTRODUCTION
	The lungs are organs with respiratory functions. Respiration is the process of taking in and releasing energy stored in energy source substances through a chemical process that uses O2, the process of taking O2 to break down organic compounds into CO2...
	2. METHOD
	The Naïve Bayes Classifier method was used. The Naïve Bayes Classifier method is a simple probability classifier based on Bayes' Theorem [22][23]. The Naïve Bayes Classifier is a supervised learning algorithm, and this method assumes that the effect o...
	The research steps are shown in Figure 1.
	Figure 1 shows the stages of conducting research in sequence, namely,
	1. Problem Identification: The purpose of this phase is to obtain an overview of existing problems.
	2. At this stage, data and information related to the research are collected through various media, such as journals, books, the Internet, and related research.
	3. Data Collection The data collection process was carried out during research at Madani Hospital, Medan Area District, Medan City, from February 1, 2025, to April 1, 2025. The data obtained were in the form of the medical records of patients with lun...
	4. Data Mining: At stage, several pre-processing steps were carried out. Pre-processing is the process of converting or processing unorganized data into more organized data.
	5. The purpose of pre-processing is to minimize failures, inconsistent data, or duplicate data.
	6. Analysis: The purpose of the analysis was to align the data, display, and process of the research.
	7. Design: This stage carries out the design of the interface and the database. Interface design is a form of description of the application being built, and database design is a form of data in the application being built.
	8. Implementation To run the designed system, adequate equipment is required for running and coding the system. The purpose of coding is to change the design created so that it can be recognized by a computer.
	9. Testing: To verify the accuracy of the system in performing the calculations, tests were conducted to measure its accuracy and performance. Rapidminer was used as a tool. Rapidminer is an open-core data processing tool typically used in machine lea...
	Figure 1. Research Flow
	Identification of problems
	Literature review
	Data collection
	Data Mining
	1. Data Pre-Processing
	2. Naive Bayes Classifier
	Analysis
	1. Data Analysis
	2. Process Analysis
	3. System Analysis
	Design
	1. Interface Design
	2. Database Design
	Implementation
	Testing
	1. Confusional Matrix
	2. Application Testing
	RESULTS AND DISCUSSION
	Data Preparation
	The patient medical records used in this study were collected at Madani General Hospital, Medan Area District, Medan City, North Sumatra. The total data obtained from February 1, 2025, to April 1, 2025, amounted to 134 data points with 24 attributes a...
	Data Pre-Processing
	Before entering the data mining process, cleaning and transformation were performed on the data will be processed. The form of change from the Data Transformation is presented in table 1.
	The form of the disease symptom attributes afterundergoing the Data Transformation process in displayed in table 2.
	Table 2. Disease Symptom Data
	The form of the disease name will be shown in table 3
	Table 3.  Disease Data
	The naive Bayes classifier method is a simple probability classifier based on Bayes' theorem. The Naïve Bayes Classifier is a supervised learning algorithm, and this method has a very strong assumption about the independence of each condition or event...
	a. Find the prior value for each class by calculating the class average.
	P = X
	A
	b. Find the likelihood value for each class.
	𝐿 = 𝐹
	𝐵
	c. Find the posterior value of each class.
	𝑃(𝑐) ∏ 𝑃(𝑎|𝑐)
	d. Find the confidence value of each class.
	Confidence (c ) P ( c )
	∑ (𝑐) x 100
	Before carrying out the calculation process, the patient medical record data obtained will be divided into two datasets, namely, 100 training data and 34 testing data. The data that have gone through the pre-processing stage and are separated are disp...
	Table 4. Disease Data
	Six classifications were formed in the output column: Asthma, Bronchitis, Dyspnea, Pneumonia, COPD, and Tuberculosis. The following explains the calculation process using the Naïve Bayes Classifier method with the following example data.
	Table 5. Example of Test Data
	Based on the test data presented in Table 5, the manual calculation process for one of the diagnoses using the Naïve Bayes Classifier algorithm was as follows:
	Solution
	Join Probability Distribution (Yes|Asthma) Calculate Asthma(Asthma|newdata) = Asthma (Asthma|Yes) * Shortness of Breath (Yes|Shortness of Breath) * Cough (Yes|Cough) * Coughing Up Blood (Yes|Coughing Up Blood) * Phlegm (Yes|Phlegm)
	* Fever (Yes|Fever) * Weakness (Yes|Weakness) * Decreased Appetite (Yes|Decreased Appetite) * Nausea (Yes|Nausea) * Vomiting (Yes|Vomiting) * Defecation (Yes|Defecation) * Urination (Yes|Urination) * History of Asthma
	(Yes|History of Asthma) * History of Stroke (Yes|History of Stroke) * History of Tuberculosis (Yes|History of Tuberculosis) * Headache (Yes|Headache) * Heartburn (Yes|Heartburn) * Chest Pain (Yes|Chest Pain) * Weight Loss (Yes|Weight Loss) * Night Swe...
	From the calculation results, the same probability value was obtained for each disease diagnosis, as listed in table 6.
	Table 6. Calculation Result
	The probability value obtained from each disease diagnosis was calculated to obtain the confidence value = 0.00106595 + 0 + 0.00002540 + 0.00006353 + 0.00001296 + 0 = 0.00116784.
	After adding all the probability values, the confidence value can be calculated. The confidence value is calculated as follows:
	Asthma Confidence Count = 0.00106595 = 0.00116784 = 0.9128
	The same calculation was performed for each probability value of each disease diagnosis. From each diagnosis and the highest confidence value, possible classifications were determined using the Naïve Bayes Classifier algorithm. The confidence values a...
	Table 7. Example of Test Data
	Retrieve
	Data
	Trai
	Trai (1)
	Performance
	Applay
	Model
	Naive Bayes
	Retrieve (1)
	Data (1)
	Test
	Figure 2. Naïve Bayes Classifier Calculation Series
	For the data used, namely, 34 testing data and 100 training data, there are 19 attributes that are symptoms of a lung disease diagnosis, namely Shortness of Breath, Cough, Coughing Up Blood, Phlegm, Fever, Weakness, Decreased Appetite, Nausea, Vomitin...
	Stroke, History of Tuberculosis, Headache, Heartburn, Chest Pain, Weight Loss, and Night Sweats.
	Figure 3. Data Attributes
	System Design
	A on the login page, a portal is displayed that directs users to log in when using the system, which can be seen in Figure 4.
	Figure 4. Login Page
	b. Home Page
	On the Main Page, the main part of the system is displayed, which contains several menu items such as the Main Page, Testing Data, Training Data, Naïve Bayes Process, Classification, and Logout, as shown in Figure 5.
	Login
	Password
	User name
	.
	Figure 5. Main Page
	c. Testing Data Page
	On the Testing Data Page, a set of data is displayed that functions as the training data.
	the calculation process can be seen in figure 6.
	Figure 6. Testing Data Page
	d. Training Data Page
	On the Training Data Page, a set of data that functions as the test data in the process is displayed.
	calculations can be seen in Figure 7.
	Figure 7. Training Data Page
	e. Naïve Bayes Process Page
	On the Naïve Bayes Process Page, the entire calculation process is displayed, starting from finding the prior, likelihood, posterior, and posterior on the training data, as shown in Figure 8.
	Naive Bayes (1)
	1. Find the Prior Value of Class / Diagnosis (Training Data)
	Logout
	Classification
	Naïve Bayes Process
	Testing Data
	Home Page
	Naive Bayes Classification of Lung Diseases
	Training Data
	Home Page (1)
	Naive Bayes Classification of Lung Diseases (1)
	2. Likelihood of Each Class (Training Data)
	Training Dataset
	Figure 8. Naïve Bayes Process Page
	f. New Data Classification Page
	On the New Data Classification Page, a standalone form can be used to carry out the classification process on the input data, which can be seen in Figure 9.
	Naive Bayes Classification
	Figure 9. New Data Classification Page
	Testing (1)
	a. Using Testing Data
	The first test process used 34 test data sets. The purpose of the calculations using the test data was to calculate the accuracy using the Naïve Bayes Classifier. The results of calculations using this system are shown in Fig.
	Figure 10.
	Figure 10. Testing Using the System
	In addition to conducting trials using the program, calculations were performed using Rapid Miner. The Naïve Bayes Classifier algorithm calculations in Rapid Miner, using 34 test datasets and 100 training datasets with a 7:3 data ratio, yielded an acc...
	Accuracy: 97.06%
	Figure 11. Confusion Table
	b. Using Fresh (New) Data
	The second calculation process uses fresh data. After achieving accuracy using the test data, the data can be classified on a new data classification page. After completing the form, the system displayed the symptoms experienced, as shown in Figure 12.
	User Prediction Results
	Symptoms Experienced
	Figure 12. Patient Symptoms
	After entering the symptoms experienced, the system calculates and displays the closest predicted lung disease percentage from the six types available. The entered symptoms yielded the highest confidence value, with a score of 0.984, predicting COPD. ...
	Figure 13. Classification Output
	Based on calculations using the naive Bayes model, the highest confidence value obtained was 0.984, and it was found that the patient had a 98.36% probability of having COPD compared to six other types of lung disease
	3. CONCLUSION
	Provide a statement that what is expected, as stated in the "INTRODUCTION" section can ultimately result in "RESULTS AND DISCUSSION" section, so there is compatibility. Moreover, it can also be added the prospect of the development of research results...
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